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Abstract—
Understanding the interpretation of machine learning (ML) models has been of paramount
importance when making decisions with societal impacts such as transport control, financial
activities, and medical diagnosis. While local explanation techniques are popular methods to
interpret ML models on a single instance, they do not scale to the understanding of a model’s
behavior on the whole dataset. In this paper, we outline the challenges and needs of visually
analyzing local explanations and propose SUBPLEX, a visual analytics approach to help users
understand local explanations with subpopulation visual analysis. SUBPLEX provides steerable
clustering and projection visualization techniques that allow users to derive interpretable
subpopulations of local explanations with users expertise. We evaluate our approach through two
use cases and experts’ feedback.
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Machine Learning (ML) produces accu-
rate prediction models that can be applied
to address important societal problems. While
the advance of ML attracts a broader ap-
plication in different domains, its increasing
influence also raises a greater demand for
transparency and interpretation of the deci-
sions an ML model makes. Thus, the machine
learning community has devoted efforts to ex-
plaining an ML model’s behavior, regarding or
regardless of a model’s internal structure. A
popular approach is to generate a local expla-
nation per input to a model [1], [2], where the
explanation is a feature vector that explains
the importance of each feature on an input
to the model’s decision. These methods are
popular due to accurate results and easy-to-
understand representations for end users.

However, one challenge of using local ex-
planation is the lack of a global view on an
ML model. By focusing on explaining a single
instance out of all instances in the whole
dataset, users might lose context on how the
model behaves on a much larger population.
Therefore, to understand a large number of
local explanations, it is worthwhile to apply
visual analysis [3] since users can acquire a
big picture of the ML model by exploring
all local explanations of a dataset at once
through their visual representations. To be
specific, users can visually group similar local
explanations to gain an overview of different
ways the model uses to make decisions. Then,
they can understand each way of explanation
by exploring each group of local explanations.
We call such a process “visual analysis on local
explanation sub-populations”.

To conduct such visual analysis, users
can apply high dimensional data visualization
techniques with well-studied methods such as
clustering and projections [4]. However, we
find out that a straightforward solution of
using clustering and projection on local ex-
planations does not work well for the follow-
ing reasons. First, as we will demonstrate in
following sections, the data characteristics of
local explanations often hinder the effective-
ness of clustering and projection results from
revealing an accurate overview of a model’s

behavior. Second, through working with do-
main experts, we discovered that users need
a human-in-the-loop mechanism to steer the
local explanation explorations and identify im-
portant features among all the features gen-
erated in a local explanation. Third, users
need the system to be embedded in their data
science workflow.

Having these challenges in mind, we de-
signed SUBPLEX, a visual analytics ap-
proach that visualizes ML model local expla-
nations at a subpopulation level. It is designed
through an iterative discussion with a team
of data scientists. We combine the concepts
of subpopulation analysis in visualization and
real industrial tasks on model interpretability
for model developers to induce a feedback-
driven analysis of subpopulation analysis on
local explanations at scale. In short, our con-
tributions include:

1) A human-in-the-loop framework for lo-
cal explanation subpopulation analysis.

2) An interactive visual analytics tool em-
bedded in Jupyter notebook, SUBPLEX,
based on an iterative design process.

3) Two use cases and user feedback collec-
tion as evaluation of SUBPLEX.

Background and Related Work
Local Explanations for Model Understanding

To deal with the inherent complexity of ML
models and their lack of transparency, a num-
ber of “post-hoc” explanation or “attribution”
methods have been developed. In this work,
we focus on the local explanations, which help
humans understand how individual prediction
is made.

Current local explanations usually express
the explanation for a data point as a vector
where each value inside the vector is a human-
understandable object. For example, additive
feature explanation methods like LIME [2],
SHAP [5], and GAM [6] output the explana-
tions as a list of feature importance. Therefore,
we can define an explanation a for an input as
a real valued explanation vector mapped to a
feature space with m features:

a = {w1, w2, ..., wm} ∀wi ∈ R (1)
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where each weight wi represents the impor-
tance of a feature Wi.

In this work, we focus exclusively on local
explanations in the format of the attribution
vector a. We aim to help data scientists to
discover and interpret subpopulations with
different local explanation patterns.

Visual Analytics of Local Explanations
To interpret local explanations on a set

of instances, people calculate aggregated ex-
planation values, for example, the average
of the absolute SHAP values [7]. However,
average values over the whole dataset can
be misleading because a feature might only
be “important” for a subgroup but not the
whole dataset. Lundberg et al. [8] introduce
the analysis of SHAP values in clusters. How-
ever, they only use a straightforward cluster-
ing approach. In our work, we support both
automatic clustering and manual subpopula-
tion creation. Recent visual analytics systems
such as DECE [9] also helps understand model
behavior on a subpopulation of data using
rules. Our work, instead, focuses on local ex-
planation vectors.

Recently, more visual analytics techniques
have been proposed to help users analyze local
explanations. Collaris et. al [10] introduced
local/global contribution-value (LCV, GCV)
plots by showing how a local explanation
changes given different feature values. Simi-
larly, ExplainExplore [11] help users identify
instances classified with similar reasons by
plotting all the LIME [2] values. Our ap-
proach, instead, automatically identifies sub-
populations with similar local explanations
and then visualizes aggregated local explana-
tions at the subpopulation level.

Dimension reduction algorithms and
clustering algorithms are both frequently
used techniques in visual analytics for
subpopulation-level data analysis. Recent
surveys [4], [12] list how they are combined
in practice. In general, clustering implies
visually highlighting similar instances (e.g.,
with the same color), while projections
imply visualizing the samples as dots in a
scatter plot with positions correlated to the
similarities among the instances. We apply

the two methods in our work with steerable
mechanisms focusing on the characteristics of
local explanations to aid the analysis.

Subpopulation Analysis on Local
Explanations

In this section, we introduce the technical
challenges of visually analyzing local explana-
tions and propose a steerable subpopulation
analysis pipeline to address the technical chal-
lenges.

Clustering and Projections
A subpopulation analysis implies that we

are interested in grouping the local explana-
tions across the dataset based on their sim-
ilarities. Grouping allows us to aggregate the
explanations and reduce the visual complexity
to examine a large set of explanations simul-
taneously. In data visualization, the popular
approaches are clustering and projections [4]
as we describe in the previous section.

While we might address our goal of ana-
lyzing local explanations at scale by directly
applying these methods, our collaborations
with domain experts revealed several technical
challenges. These challenges required us to
provide additional metrics and mechanisms to
facilitate the visual analytics process. Before
introducing the system design requirements in
the next section, our technical challenges from
the data (i.e., local explanations) perspective
are as follows:

1) Local explanations are sparse and noisy.
The comparison between local expla-
nations as a whole is not meaningful
since some features are more important
than others due to sparsity and nois-
iness in the explanation outputs. The
distance metric for the subpopulation
result should not treat features equally.

2) Many features exist in the explanations
to inspect or refine. To identify impor-
tant features to group explanations or
discover the important features, users
need to inspect many features. Without
feature ranking or filtering, there will be
lots of human effort in the analysis.

To illustrate how the above shortcomings

May/June 2022 3

This article has been accepted for publication in IEEE Computer Graphics and Applications. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/MCG.2022.3199727

© 2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.

See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: Adobe Systems via Goldmine. Downloaded on October 26,2022 at 06:02:18 UTC from IEEE Xplore.  Restrictions apply. 



Department Head

Figure 1. An illustration of refining LIME subpopulation results with a synthetic dataset. The ground truth of the
classifier from SHAP contains three decision boundaries. (a) The original subpopulation result of the explanations
does not reflect the ground truth. (b) When selecting the features related to proline which are the main rationale
of the model, the subpopulation result reflects three groups and becomes consistent with the ground truth.

will affect the subpopulation results of local
explanation, we present a result using a syn-
thetic Wine classification dataset [13] (Fig-
ure 1). To obtain a ground truth on how many
groups of rationale exist in the dataset and
classifier, we train a random forest classifier
and obtain a SHAP explanation [5] on the
data. We choose the random forest classifier as
the illustration since the SHAP algorithm can
generate accurate explanations and the num-
ber of subpopulation clusters on tree-based
classifiers. Upon knowing there are three clus-
ters of explanations from SHAP’s plot (Fig-
ure 1), we generate other local explanations
using LIME. The local explanations are harder
to explore since they have 52 dimensions, and
the values are sparse in general. We visualize
the explanations with projections and colors
generated from DBSCAN clustering algorithm
to highlight the number of similar groups in
the explanations. The results are shown in
Figure 1a. We cannot observe any significant
group structure from either the clusters or
projections due to the high dimensionality and
sparsity from the LIME explanations.

Steering Subpopulation Results
Seeing the above shortcomings of subpop-

ulation analysis for local explanations, we are
motivated to introduce human input to refine
the results of the computed subpopulations.
Noted that any pipeline of subpopulation tech-
niques can be generalized by first constructing
a distance measure among instances (i.e., local
explanations) and then applying a subpopu-
lation technique (e.g., MDS, tSNE, K-means
clustering). Thus, to generalize our approach
for choosing projection and clustering tech-
niques with flexibility, we propose a steerable
technique that focuses on adjusting the dis-
tance measure with human input.

Since most of the clustering and projection
techniques takes Euclidean distance between
high dimensional vectors as inputs, we define
a user-input-aware distance metric:

d(ai, aj) =√ ∑
k∈fu

α(wik − wjk)2 +
∑

k∈fn

β(wik − wjk)2

(2)
where fu are the features in the explanations
that the user thinks it is important, and fn are
the remaining features. α and β are the con-
stants that we set up to adjust the influences
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of the features to reflect the user’s emphasis.
By default, α = 0.9 and β = 0.1.

To understand how it improves the result,
we use the same synthetic dataset in Figure 1.
If we add the features that reflect the decision
boundaries (i.e. “proline”) to fu, we can see
the grouping becomes more related to the
ground truths (Figure 1b), where there exist
three groups from the clustering and projec-
tion results.

Recommending Features for Steering
Since feature space might be huge, to assist

users in refining the clustering results, we
present feature suggestions and enable feature
customization for cluster generation.

We now define each feature across the
whole explanation dataset as Wi, and our goal
here is to provide a score for each feature
(i.e., score(Wi)). When a clustering result is
generated, we obtain a set of clusters C =
{C1, C2, ...}, where C represents a set of sim-
ilar explanations. Inspired by cluster evalua-
tion methods [14], we propose three properties
to score features:

Property 1 (Consistency): the variance
of Wi within each cluster.

cst(Wi) =
∑
C∈C

∥C∥/var({wji|aj ∈ C}) (3)

where ∥C∥ is the number of instances in the
cluster C. The higher the cst(Wi), the more
consistent the local explanations of feature Wi

are distributed in each cluster.
Property 2 (Separation): the difference

of values of Wi across different clusters.

sep(Wi) = var({mean({wji|aj ∈ C})|C ∈ C})
(4)

The higher the sep(Wi) is, the more distinctive
the local explanations of feature Wi are in
different clusters.

Property 3 (Importance): the signifi-
cance of Wi in one or more clusters.

impt(Wi) = max(mean({wji|aj ∈ C})) (5)

The higher the impt(Wi) is, the more impor-
tant feature is in at least one cluster.

Under Properties 1-3, for a given feature
Wi and the present clusters, we calculate a

feature score:

score(Wi) = cst(Wi) + sep(Wi) + impt(Wi)
(6)

where (·) normalizes the values within the
range of 0 to 1.

Once the users run the clustering algo-
rithm, we suggest the top k features with the
highest feature scores (default k = 6).

Human-in-the-loop Pipeline
In this section, we introduce the design

rationale of SUBPLEX. SUBPLEX is developed
as a part of an explainable artificial intel-
ligence project. We held bi-weekly meetings
with experts in machine learning and visual-
ization for 12 months, at which a variety of
design requirements were gathered. Together
with the computation and steering mechanism
in the previous section, we developed the vi-
sual analytics system via the iterative user-
centered design process. Below we first connect
the design goal with specific analytical tasks
through hierarchical task analysis [17] and
task abstraction [16]. Then we list the design
requirements and provide an overview of the
resulting human-in-the-loop pipeline.

Hierarchical Task Abstraction (HTA) and Design
Requirements

The goal of this work is to help data sci-
entists understand model logic through local
model explanations. More specifically, we want
to help answer the question of “How do differ-
ent features influence the model predictions?”

To better support the goal of local expla-
nation analysis, we conduct hierarchical task
analysis (Figure 2) [17], [18] to understand
the workflow. Then we apply the framework
proposed by Lam et al. [16] to connect the an-
alytical goal with abstract tasks to derive the
design requirements. The four requirements
(R1-4) from HTA with a general data science
workflow requirement (R5) are as follows:

R1: Guided feature selection for clus-
tering refinement. To mitigate the effects
of noisy features, we should guide users to
identify features that lead to clear clusters.

R2: Flexible support to analyze user-
defined subpopulations. Data scientists
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Goal: How do featuers influence model predictions?

1. Group the instances based 
on similar local explanations.

2. Inspect the characteristics 
of each group.

2.3. Summarize the local 
explanation patterns across 
features.

1.1. Run clustering to generate 
initial subpopulations with selected 
features and specified parameters.

1.2. Feature selection 
for cluster refinement.

2.1. Inspect features 
based on prior knowledge.

2.2. Inspect features 
based on local explanation  
values and other statistics.

 Generate subpopulations (R1, R5)

1.3. Refine clustering 
algorithm parameters.

Describe local explanation pattern (R3)

4. Export the patterns for further analysis.

Export visual analytics summary (R5)

 Plan 0: Do 1-3 iteratively, then 4.

 Plan 1: Do 1.1, then 1.2-1.3 if want to improve clustering result. 

 Plan 2: Do 2.1 or 2.2, then 2.3

3.2.1. Select instance(s) with desired 
characteristics (e.g., feature values, 
positions in projection, etc.)

3.2.2. Compare the local explanation for 
the selected instances with that for other 
subpopulations.

Plan 3.2: Do 3.2.1, then 3.2.2.

Compare local explanation patterns (R4)Explore subpopulations (R2, R5)

3. Make sense of local 
explanation patterns

3.1. Explain the differences of 
the local explanations in 
multiple subpopulations.   

3.2. Evaluate hypothesis on 
local explanation patterns.

Plan 3: Do 3.1-3.2 iteratively.

Compare local explanation 
patterns (R4)

Confirm Hypothesis 
(R2, R4, R5)In

cr
ea
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ng

 T
as

k 
S
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Figure 2. Hierarchical Task Abstraction (HTA) of local explanation analysis using box-and-line notation. We follow
the standard conventions for hierarchical task analysis [15] where tasks are represented by named boxes with a
unique ID, which also indicates the hierarchical level of the task. Task abstraction based on [16] are highlighted
in orange. The related design requirements are denoted with each abstract task.

may have instances they are interested in
based on prior knowledge. Therefore, our tool
should support flexible subpopulation creation
by interactive selection and queries.

R3: Visual assistance for identifying
local explanation pattern in one subpop-
ulation. Our tool should support interactive
exploration to identify patterns, including the
size of a cluster, feature distribution in a sub-
population, and instances in a subpopulation.

R4: Visual comparison of local expla-
nation patterns in different subpopula-
tions. Our tool should support visual compar-
ison of local explanation patterns for interpre-
tation and validation of the local explanations.

R5: Coding-environment-friendly vi-
sual analytics. A general data science system
requirement is to embed the system in compu-
tation notebooks to take the processed data
for visualization and output results for later
model development and deployment.

System Overview
Based on the HTA, we introduce a human-

in-the-loop approach for subpopulation-level

local explanation analysis. It contains three
main stages as shown in Figure 3.

Generation. The first stage focuses on the
automatic subpopulation generation (cluster-
ing) and refinement (R1). After the widget is
initialized with the explanations to be ana-
lyzed, we visualize the clusters in the 2D space.
We then suggest the top features with the
highest feature scores.

Exploration. The second stage is to
explore a specific subpopulation (R2, R3).
Users can manually add/remove subpopula-
tions (R2) by multiple means and identify the
local explanation patterns (R3) in different
subpopulations.

Interpretation. The third stage enables
users to export intermediate results for further
analysis in the notebook (R5) and test the
hypothesis they have in mind by comparing
the explanation patterns (R4) in manually
created subpopulations (R2).

To instantiate this pipeline, we developed
SUBPLEX, an interactive widget embedded in
the Jupyter notebook. In this way, data scien-
tists can interactively analyze local explana-

6 IT Professional

This article has been accepted for publication in IEEE Computer Graphics and Applications. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/MCG.2022.3199727

© 2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.

See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: Adobe Systems via Goldmine. Downloaded on October 26,2022 at 06:02:18 UTC from IEEE Xplore.  Restrictions apply. 



Figure 3. An overview of the human-in-the-loop pipeline for local explanation analysis in the coding environment.

tions using code and conventional interactions
such as clicking and brushing. Moreover, the
intermediate result of the visual analysis can
be exported as a variable (e.g., DataFrame and
list in Python) for further analysis.

SUBPLEX: Visualization and Interaction
As shown in Figure 4, the SUBPLEX includes

five views to assist users to understand and
analyze local explanations: (a) the code block
inside a Jupyter notebook enables users to set
user-defined parameters and export analysis
results as variables; (b) the cluster refinement
view provides feature suggestions and allows
users to refine clusters; (c) the projection view
shows the distribution of local explanations;
(d) the subpopulation creation panel enables
manual add-and-remove for subpopulations;
(e) the local explanation detail view displays
the aggregated local explanation distribution
for each subpopulation.

In the following subsections, we introduce
the coordinated views and interactions accord-
ing to how they support the three stages in the
pipeline and fulfill the design requirements.

Generation
The widget is initialized with the feature

names, an array of local explanations, and
the automatic clustering model users prefer
to use. As shown in Figure 4a, the user in-
puts the feature names and local explanations
in config, feed in the widget a pre-defined
cluster obj, and specify alpha (α) for later
cluster refinement. Then the widget renders
below the code block (R5).

In the cluster refinement view (Figure 4b),
we display the top 6 features with the highest
feature scores (R1). Users can directly add
the recommended features by clicking “+” or
typing the feature names to refine clusters.

Exploration
The projection view (Figure 4c) presents

the local explanation distribution in a 2D
space. Based on the weighted local explana-
tions, we generate a 2D position for each local
explanation vector using UMAP [19]. With
the distribution of local explanations, users
can gain a general idea of how the clusters
distribute and how large each cluster is (R3).

In the local explanation detail view (Fig-
ure 4e), each row shows the explanations for
one feature. The first column is always the
feature name, which follows the bars repre-
senting the average local explanation values
in different subpopulations. The last column
of each row displays the histogram of the local
explanation values in different subpopulations.
We enable feature sorting based on explana-
tion values in one ore more subpopulations
to facilitate pattern identifications (R3). Users
can click the “Distribution” column to sort
the features based on the local explanation
variances among the clusters. In both the
projection view and the local explanation detail
view, we use the same categorical color scheme
to encode different subpopulations.

As shown in Figure 5, users can define
subpopulations in three ways (R2). The first
method is specifying the instances of interest.
By running set highlight instance() in
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Figure 4. SUBPLEX contains five linked views: (a) code block, (b) cluster refinement view, (c) projection view, (d)
subpopulation creation panel, (e) local explanation detail view.

Figure 5. Three methods of selecting/creating a subpopulation for inspection.

the code block, the user-defined instances will
be highlighted in the projection. The second
method is brushing instances in the projection
view. The third method is clicking the centroid
points (squares in the projection) to high-
light all the instances in the selected cluster.
These selection methods allow users to quickly
acquire their desired set of explanations for
analysis. By default, any selected dots are
highlighted with a black edge as shown in
Figure 5-a, b. However, if users focus on a
specific cluster that usually contains a lot of
points, showing all the selected points with
black edges will cause visual clutter. Thus, we
fade the dots in unselected clusters to high-
light the selected cluster as shown in Figure 5c.

Interpretation
We enable visual comparison of local expla-

nation patterns in multiple subpopulations in
the local explanation detail view. In this view,
the juxtaposition of bars enables visual com-
parison of the aggregated local explanations in
different groups (R4).

To support the comparison with user-
defined subpopulations (R2), the tool auto-
matically calculates the average local expla-
nation of a user-defined group. As shown in
Figure 8b, the average value of the selected
instances is shown as rectangles with black
edges, while the average explanation value for
an existing group/cluster is shown as a rectan-
gle without black edges. After clicking the Add
Subgroup button (Figure 4d), a new column
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Figure 6. Alternative designs for subpopulation analy-
sis: (a) a parallel coordinates plot for all the explana-
tions, (b) a parallel coordinates plot for aggregated ex-
planations, (c) bar charts for aggregated explanations,
(d) projection of explanations in a scatter plot.

of bars for this subgroup will be added. To
confirm the hypotheses about the relationship
between feature values and the local explana-
tions, users can export the feature value his-
togram by calling plot val histogram()
(Figure 7b), and check the local explanations
for the feature with specific values by calling
plot customized expl() (Figure 7c).

SUBPLEX enables users to export the analy-
sis results and store them as a variable in the
Jupyter notebook (R5) by compiling code in
the code block as shown in Figure 8-c,d,e.

Several design alternatives for the subpop-
ulation analysis were considered (Figure 6).
The first one was to use a parallel coordinates
plot (Figure 6a). Although it can show all
the local explanations in a subpopulation, this
plot easily becomes cluttered, which makes it
hard to interpret the pattern in a subpopula-
tion. To help with pattern identification (R3),
we can visualize aggregated local explanations
(e.g., mean values) as shown in Figure 6b.
Compared with parallel coordinates, aligned
bar charts (Figure 6c) have stronger color
stimulus and are conventional. Therefore, we
use bar charts to visualize aggregated local
attributions. Moreover, compared with these
charts providing specific explanation values, a
projection of local explanations (Figure 6d)
can better demonstrate the spatial relation-
ship and distribution of multiple subpopula-
tions. As a result, we include the projection
view in SUBPLEX with various interactions to

Figure 7. The analysis of local explanation patterns for
a loan application dataset.

support visual analysis.

Evaluation
To demonstrate how SUBPLEX facilitates

local explanation analysis, we first present a
usage scenario of analyzing local explanations
for a loan application model. Then we demon-
strate how the steerable clustering and projec-
tion techniques enable local explanation anal-
ysis for high-dimensional data such as text. In
the end, we describe the feedback on SUBPLEX
from eight domain experts.

Usage Scenario: Loan Application
A model developer, Alice, trains an SVM

model on a set of loan applications 1. This
model predicts whether a loan applicant will
default or not with a test accuracy of 73.6%.
Before the model deployment, Alice wants to
understand how the model behaves. Thus,
Alice generates SHAP values for all the test
instances for analysis, which takes 0.37s.

Cluster Generation and Refinement. After
running the widget, the initial results of the
automatically generated clusters are not well
separated in the projection view (Figure 4c)
due to many features (i.e., 22) in the expla-
nation vectors. Thus she browses the feature
suggestions (Figure 4b) and adds three fea-
tures Average Months in File, Unpaid Balance,

1https://community.fico.com/s/explainable-machine-
learning-challenge
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Figure 8. Brush selection and then output the aggregated information as a DataFrame in Python.

and Months since Last Delq. and manually
selects Satisfactory Trades and Bills Paid on
Time (R1). Then she re-generates the clusters
and gets more separated results (Figure 4f).
Throughout the analysis, the widget takes
5s − 8s to generate clusters and calculate the
projection for 1975 instances.

Pattern Identification. By looking at the
table (Figure 7a), she finds some patterns
(R3): Months Since Last Delq. is important
among all the three clusters. However, Unpaid
Balance has a strong influence in Group 2.
Also, Average Months in File has a strong
influence in Group 1. Thus, Alice wants to un-
derstand why these features provide different
ML models’ rationale for the dataset.

Confirm Hypothesis. Alice first exports the
histogram (R5) for the actual values of Av-
erage Months in File in the three groups. For
group 1, the values are between 0 to 400, with
two peaks around 50 and 120 (blue bars in
Figure 7b). Yet, group 2 and group 3 have
small values, mostly between 50 and 120. Alice
now has a hypothesis that the feature Average
Months in File has a stronger influence when
it has extreme values such as fewer than 50
or more than 120. To verify, Alice defines
two groups of extreme values (either < 50 or
> 120) and middle values (between 50 and
120) for Average Months in File (R2, R5).
Then she runs a query, and the widget outputs
the histogram of the local explanation values

for the two defined groups (R4, R5). As shown
by the green bars in Figure 7c, the extreme
values of Average Months in File have strong
influences on the model predictions.

Pattern Identification. Alice wants to un-
derstand the local explanations around the
group boundaries for further analysis. So she
brushes the projection and selects boundary
instances (Figure 8a). In the Detail view (Fig-
ure 8b), Alice observes how the local expla-
nations of boundary instances are different
from the discovered groups. It shows that
the boundary instances are influenced much
more by Months Since Most Recent Inquiry
and Bills Paid On Time compared with other
instances outside the boundary.

Summary Export. After learning the
model’s behavior, Alice exports the summary
visualization and the aggregated local
explanation from different groups as a
Python DataFrame (Figure 8-c,d,e) for later
discussion with her colleagues (R5).

Usage Scenario: Sentiment Analysis on Tweets
A data scientist, Bob, is considering using

an open-sourced model twitter-roberta-base-
sentiment [20] to predict whether a tweet con-
tains a positive, negative, or neutral sentiment.
He runs the model on the test data [20] of
12284 tweets and gets an overall accuracy of
72%. He then wants to gain a general idea of
how the model makes predictions.
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Cluster Generation and Refinement. Bob
first generates and stores the SHAP values [5]
of each instance for the class predicted by
the model for analysis. It takes more than
one hour to generate SHAP values for all
instances with this large language model. For
a text instance (e.g., a tweet), each token
(word) is a feature. After an initial processing
step of tokenization and lemmatization, the
SHAP values for the whole test set can be
transformed into an array of 12284 instances
with 17000 features. After removing features
(tokens) with low SHAP values and stop words
(i.e., “to”, “in”, etc.), Bob starts the local
explanation analysis based on 137 features.

Bob initializes SUBPLEX and tries to gen-
erate 10 clusters at the beginning. Soon he
realizes that the result does not contain a clear
visual structure (Figure 9a). Thus, he checks
the feature suggestions and notices that the to-
kens “thank”, “love”, “good”, and “bad” have
high feature scores while providing intrinsic
meanings to him for understanding the sen-
timent in texts. As a result, Bob selects these
features and reruns the clustering (Figure 9b).
The local explanations in the discovered clus-
ters are well separated now. For the inspected
data (137 features/tokens, 12284 instances), it
takes around 16.7s − 17.5s for the widget to
generate clusters and calculate the projection.

Pattern Identification and Interpretation.
Bob then inspects the local explanation detail
view to extract the local explanation patterns.
For example, Group 3 and Group 4 shown
in Figure 9c, are mostly influenced by a sin-
gle feature/token (e.g.,“love”, “bad”); some
groups are influenced by the combination of
similar tokens (e.g., “love” and “like”). As
shown in Figure 9c, besides verbs related to
emotions, tweets in Group 9 are influenced by
non-emotional words, such as “supremacist”.
Bob then outputs the actual tweets and finds
the tweets in this group are mostly complaints
and labeled as negative sentiments.

Hypothesis Testing. During the inspection,
Bob notices that the token “woman” has high
SHAP values in some subgroups. So he has a
hypothesis that the models learned a biased
correlation between “woman” and the senti-
ment. To test this, Bob plots the SHAP value

Figure 9. Usage scanario of understanding the senti-
ment analysis model of tweets.

distribution of “woman” and its variants (e.g.,
“women”) for tweets that mention them by
calling plot customized expl(). As shown
in Figure 9d, there are around 50 tweets con-
taining “woman” in total, where “woman” is
extremely important in 10 tweets. Although
the sample size is too small to conclude that
the model learned a bias, more inspection is
needed for cases related to gender bias in the
language model.

Evaluation via Expert Feedback
We presented the widget to 8 domain ex-

perts in a commercial bank and collected their
feedback. They are all data scientists special-
izing in financial data and used the Jupyter
notebook in their work. They all had expe-
rience with model development, visualization,
and local explanations. Among them, E2 is one
of the machine learning experts who partici-
pated in the whole design process and helped
us identify the design requirements, while the
rest had no exposure to SUBPLEX before.

Procedure. Interviews were conducted re-
motely and lasted around 30 minutes each.
We began each interview with an introduction,
during which we clarified the goal of SUBPLEX
and provided a tutorial on the tool. Then we
presented the case study of loan application
as described in the first usage scenario to the
experts. They were allowed to ask any ques-
tions or give any comments. In the final phase,
we conducted an interview that incorporated
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several questions about the overall usefulness,
comparison with the tools they were using,
and general pros and cons of SUBPLEX.

Usefulness. In general, the experts found
SUBPLEX useful. They liked the visualization
of the automatic recommendations and the
drill down into subpopulations of interest. The
scatter plot and color encoding were intuitive
for them to understand subpopulations. E1
stated that grouping the local explanations
instead of aggregating the overall feature im-
portance score would be more accurate. E2
mentioned that SUBPLEX helped bridge the gap
between global explanations (too high-level)
and individual local explanations (too many
details). E3 liked the cluster visualization and
found the workflow of the subpopulation dis-
covery useful. E6 particularly liked the visual
design where everything is approachable and
interactive within a notebook environment,
making it easy to integrate into other work.
Similarly, E8 liked the interactivity most be-
cause it allowed more exploratory analysis of
model development with interpretability.

Feature/Instance of Interest. The ex-
perts had different preferences of features and
subpopulations in exploring the local explana-
tions. E1 expressed interest in the boundary
instances. They wanted to understand how
these instances ended up in different clusters.
E3 preferred to explore age-related features to
ensure they were not biased on age. Similarly,
E6 would like to inspect sensitive demographic
populations regarding age, race, gender, etc.
E8, however, focused more on the features that
are non-monotonic to the target.

Comparison with other tools. The
tools or methods used by the experts were
mostly static plots generated via code or
exclusive web applications. Compared with
other methods, all of the experts liked the
interactivity of SUBPLEX, which made the ex-
ploration more powerful. Moreover, E4 men-
tioned that compared with Accumulated Local
Effects (ALE) Plot and Partial Dependence
Plots (PDP), which focus on just one or two
features in one chart, SUBPLEX provided a
more global view of data and explanations.
E5 said that, in their typical work, they only
scan through output automatically generated

across all features/segments, while SUBPLEX
provided intelligent pre-selection in terms of
suggesting features or clusters.

Suggestions for improvement. To fur-
ther improve SUBPLEX, the experts suggested
we provide more details on the dimension-
ality reduction method. E1 commented that
different projection methods could change the
analysis outcome. E5 wanted to include more
details about the cluster/group creation de-
tails in the output because this can be easier
to reproduce the results when discussing with
other teams. We also found the comparison of
local explanation methods a good next step in
this work. For example, E2 wanted to explore
and interpret the local explanation of Bills
Paid on Time because, in another project, this
feature was one of the most important features
to change for a counterfactual explanation.

Discussion
Design Guidelines

Expert feedback on SUBPLEX was positive.
They liked the interactivity and found the
visualization intuitive for them. We attribute
these comments to our design process, where
we took the workflow and analysis goal into
consideration through the hierarchical task ab-
straction. We expect the presented hierarchi-
cal task abstraction can be helpful for future
model explanation analysis tools.

Our target users are data scientists who
have experience with static plots generated
via coding. Therefore, we adapted the visual-
izations such as bar charts and scatterplots,
which are mostly used by data scientists in
their daily work. We also noticed that data
scientists had some questions about the local
explanations and the methods for clustering
and projection. To better support the analysis,
designs should be more transparent about the
metrics and models used in the tool.

Lessons Learned
We discuss the lessons learned with respect

to the following aspects:
Interacting with data in a coding en-

vironment is powerful. Our participants
appreciated the interactive exploration of local
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explanations in Jupyter notebook. 87.5%(7/8)
of our participants preferred a widget like
SUBPLEX in the coding environment. Only one
participant did not have a strong preference.
We expect more visual analytics designs for
data scientists embedded in the coding en-
vironment so that the users do not need to
switch between different platforms.

Importance of the human-in-the-loop
pipeline with intelligent UI. We also con-
firm the importance of involving humans in
the loop with the assistance of an intelligent
UI for local explanation analysis. Participants
liked the guided clustering with feature sug-
gestions while enabling manual feature adding.
Participants expressed quite different interests
in the features and instances for inspection,
which requires the UI to support flexible fea-
ture/instance selection. We expect to see more
work integrating human and machine intelli-
gence in local explanation analysis.

Limitations
The system currently has certain limita-

tions. First, our tool was developed with do-
main experts from a financial company, which
might not represent all use cases concerning
local explanations.

Second, the current widget needs to calcu-
late clustering and projection, which requires
some computation overhead. In our use cases,
the computations took less than 10 seconds
for around 2,000 rows/ 20 columns and less
than 20 seconds for about 1,2000 rows/ 100
columns. We chose the clustering (K-Means)
and projection (UMAP) techniques that are
not quadratic in time complexity, but other
similar methods like hierarchical clustering or
tSNE might not scale well.

Finally, by only interviewing eight experts
from the financial domain, we may be over-
generalizing our results. For the next step, we
are interested in a controlled study that more
directly compare subpopulation-level model
explanation analysis with different visual rep-
resentations, such as parallel coordinates and
bar charts, as well as showing aggregated local
explanations or individual local explanations
in a subpopulation.

Conclusion
In this work, through an iterative de-

sign process with expert machine learning re-
searchers and practitioners, we propose steer-
able clustering and projection techniques to
identify and select important features for an
ML model’s interpretation. We also identified
a list of tasks for explaining a machine learning
model using local explanations, which led to
the design of SUBPLEX, a novel visual analytics
tool in the Jupyter notebook environment. We
demonstrate the effectiveness of our approach
with two use cases and collect feedback from
domain experts.
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